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1. Purpose
This policy sets out how staff, volunteers, and contractors may use Artificial Intelligence (AI) tools to support the work of [Organisation Name]. It aims to ensure that the use of AI is ethical, transparent, and protects personal and organisational data.
2. Scope
This policy applies to all employees, volunteers, contractors, and board/committee members who use AI tools—such as ChatGPT, Copilot, Gemini, or other large language models (LLMs)—for organisational purposes.
3. Principles for Using AI
· AI tools can assist with drafting documents, research, summarising information, idea generation, and other administrative tasks, however no information that is entered into an AI model is private.
· AI outputs should always be reviewed and checked for accuracy before being used or shared.
· Staff are responsible for ensuring that AI-generated content aligns with the organisation’s values, purpose, and legal obligations.
4. Data Protection and Privacy
· No personal, confidential, or sensitive information is to be entered into any AI or LLM system. Any identifiable information should be anonymised prior to use.
· AI tools use and store data that users input; this information may be processed or retained outside New Zealand and cannot be guaranteed as private. LLMs use the data they receive to constantly refine and update their output to other users.
· Personal data includes (but is not limited to): names, contact details, financial information, health information, or any identifying characteristics of clients, staff, or volunteers.
· Confidential information also includes any confidential information relevant to the organisation, such as personnel issues, financial information and strategic information.
· AI must not be used to create, store, or analyse information about identifiable individuals.
5. Compliance and Ethics
· All AI use must comply with the Privacy Act 2020, the Incorporated Societies Act 2022 (if applicable), and relevant organisational policies (e.g., Privacy, Confidentiality, and IT policies).
· AI use should uphold the organisation’s commitment to transparency, respect, and fairness.
· Where AI-generated content is used publicly, users should disclose that AI assistance was used (e.g., “drafted with AI assistance and reviewed by [name]”).

6. Security and Storage
· Data use settings: Ensure that all settings on the AI language models used are configured to "do not use data to inform machine learning." This setting is crucial to protect the privacy and confidentiality of the data being processed and to prevent it from being used to train AI models further.
· Outputs generated by AI that are retained for organisational use should be saved on secure organisational systems, not within AI platforms.
· Create accounts for AI tools when possible. If using ChatGPT or similar LLM, use a shared organisational account for transparency.
· Staff should log out of AI accounts after use and maintain strong password practices.
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7. Other policies and procedures 
This Code of Conduct should be read in conjunction with
· Privacy Policy
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